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Abstract

In this NEASQC deliverable, we present an overview of state-of-the-art approximation-like quantum algorithms for
solving probabilistic safety assessment problems. Classical approximation algorithms, widely used for real-life com-
plex systems, aim to reduce the search space by pruning branches where cutsets or prime implicants have very low or
negligible probabilities. These algorithms also employ various approximations for computing sums of probabilities.

In this document, we outline the state-of-the-art in approximation quantum algorithms that could be applied to
probabilistic safety problems.

We have identi�ed numerous approximation algorithms from di�erent classes and quantum routines. Notably, hy-
brid classical/quantum algorithms—including interpolation, parallelization, cooperative search, a search algorithm
via st-network connectivity, quantum walks, and approximate counting—appear promising. They should enhance
the resolution of such problems using limited performance quantum hardware. Recent advances in quantum com-
munication have also paved the way for distributed algorithms, which may be particularly relevant in this context.
In this document, two distributed algorithms are identi�ed: the �rst provides a general framework for distributing
algorithms across a network of quantum nodes or machines, while the second speci�cally utilizes a Long algorithm.
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1. Introduction

In PSAQ use case (for Probabilistic Safety Assessment (PSA) or Probabilistic Risk Analysis (PRA)), we are mainly
about two approaches of computing risk metrics. The �rst, known as Fault Tree Analysis (FTA), has been used
since 1961 in Bell Labs for analyzing, visualy displaying and evaluating failure paths in a system [25]. Its objective
is to identify all the failure nations that lead to sole undesired events and sum-up their probability/frequency1. It
has been adopted since 1971 by the Nuclear Power Industry to perform probabilistic safety assessment for nuclear
power plants. This is what we generally call the static PSA method. The other is more dynamic and aims to credit
the dynamics of the events, their order and the possibility to recover components or systems. Instead of searching
for cutsets, this approach is about identifying sequences of events that may apply to a system and lead to a failure
state starting from a safe one.

There are many algorithms that were used to for fault tree analysis (see section 2) within commercial or academic
software applications; Method of Obtaining Cut Sets (MOCUS) by Fussel and Vesely [42] and [41], Minimal Cut Sets
Upward (MICSUP) [46], FATRAM, FTAP and SETS [25]. In the recent software applications, some of these algorithms
are based on Boolean fusion over modules with approximation procedures for big size instances (Riskspectrum [59],
CAFTA [60], XFTA [58]). Others use Binary Decision Diagram (BDD)-like algorithms [8], [24] or/and approximations
mixed with BDD algorithms.

Approximation algorithms are widely used technique to solve probabilistic safety assessment for large scale systems
(namely PSA for nuclear power plants). Approximations are mainly needed for prunning the search space and avoid
spending a huge time in searching prime impliquants and quantifying the main probabilistic metrics. The main
approximation algorithms are based on a modularisation mechanism to reduce complexity, and a kind of cut-o�
procedure that �lters out the cut-sets of “too low/neglected” frequencies or probabilities.

In this NEASQC deliverable, we present an overview of approximation algorithms that may be used or adapted
to solve Quantum PSA (QPSA). Even if the quantum algorithms are fundamentally approximation algorithms (the
idea of approximating a big unitary to a succession of multiple unitaries), we aim to achieve a state of the art of the
approaches where one can solve the QPSA problem by some kind of approximations regarding the following aspects:

• Approximating the space solution by a more reduced space where all the relevant solutions may live.

• Approximating the quantitative metrics such as the probability or the frequency of some event or outcome:
when evaluating the accident scenarios leading to some undesired consequence, the objectif is to sum up
the probabilities of the individual scenarios to get an estimation of the global probability or frequency of its
realisation. This probability is noted Ptop where top is the name of the top gate of the fault tree. Therefore, one
can have an approximation of such probability/frequency Pa such that ||Pa − Ptop|| ≤ ε for some su�ciently
small ε). In the rest of this document we call this the probabilistic approximation criteria. In practice, Pa is
obtained by deleting those failure combinations that are below some threshold.

• Approximating the quantum algorithms using, for instance, circuit synthesis, interpolation or parallelization
of quantum algorithms.

1In PSA, both probabilities and frequencies are used to quantify the likelihood of events, particularly in contexts like nuclear power plants,
chemical plants, and other industrial facilities where safety is critical. However, there are distinct di�erences in how probabilities and fre-
quencies are used and interpreted in these assessments. Probabilities refer to the likelihood of a single event occurring within a speci�c
context or under certain conditions, typically expressed as a fraction between 0 and 1. Frequencies, on the other hand, refer to the rate at
which repeated events occur over a speci�ed period or in a speci�ed sample. Frequencies are expressed as occurrences per unit of time (e.g.,
events per year).

© NEASQC Consortium Partners. All rights reserved. Page 8 of 27
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2. Preliminaries

In this section, we present some of the concepts we use in this document.

2.1 Fault tree and event tree analysis

FTA is a systematic, deductive method used to analyze the causes behind potential failures within a system. It’s
particularly useful in complex systems, like those in aerospace, engineering, nuclear power, and software systems,
where identifying potential failure modes is important for safety and reliability and non trivial combined failures
may lead to the failure of some system mission.

As an example, consider an Aircraft Engine for which we need to idenify the potential causes of a failure. The top
event is the undesirable event we have to analyse. Depending on the complexity of the system, one can choose the
main potential macroscopic failures of the system in a top-down approach and use a logical “OR” gate to connect
causes that can independently lead to the top event (for instance, Engine Overheat, Fuel System Malfunction and
Mechanical Failure) these are then considered as intermediate events for which more detailed causes are searched.

The idea is to express these intermediate events into logical gates that express theses failures in terms of other gates
or other very elementary events that we call basic events representing single failures or human factors using logical
connectors (e.g. OR, AND, NOR, NAND etc).

Aircra�
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Figure 1: The fault tree corresponding to the failure of the aircra� engine

In the leafs of the fault tree (see �gure 1), the basic events have probability of occurrence. In the FTA methodology,
the fault tree is quanti�ed to get to top gate probability which gives an indication of how likely the system may
fail. In addition to the probability, a qualitative information about the minimal combinations of events that may
make the top gate TRUE. We call these combinations minimal cutsets for coherent trees (without negation) or prime
impliquants otherwise.

Event Tree Analysis (ETA) is a forward-looking, inductive reasoning technique used in risk assessment and safety
management. Unlike FTA, which starts with a speci�c undesirable event and works backward to identify all possible
causes, ETA begins with an initiating event and explores the di�erent outcomes that can result based on subsequent
failures or successes of system responses. It helps to map out the various branches of events to see the sequence of
consequences and identify mitigation barriers at di�erent stages.

As an example, if we consider a �re in a chemical plant, and assume a �re starting in one of the processing units. One
have to identify safety systems and responses that were intended to mitigate such event. Each will have a binary
outcome of success or failure. Following the di�erent paths, we can get all the di�erent scenarios that may lead
either to acceptable or unacceptable outcomes.
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For our example, a simpli�ed event tree will start with the initiator (here the �re) and branch the event tree ac-
cording to the success or failure of the Detection System (Success: Fire is detected promptly, Failure: Fire goes unde-
tected). Then the Sprinkler System Activation (Success: Sprinklers activate and control or extinguish the �re. Failure:
Sprinklers fail to activate.) and �nally the Evacuation and Emergency Response (Success: Emergency response teams
extinguish the �re. Failure: Emergency response fails to control the �re.) The missions of the header of the event
tree are expressed by fault trees that can explain the root causes of the failures as in example 1.

Figure 2: Event tree representing simplfied fire scenarios in a chemical plant

In the case of the ETA methodology, we are interested by the quantitative (probabilities) and qualitative evaluation
(cutsets) of the sequences and then the outcomes of interest. In practice, the sequences can be expression in the
Boolean logic as fault trees. It is also the case for the consequences which are also expressed as a union of all the
sequences that end in it. The corresponding fault tree is called MFT.

For instance, the highlighted sequence in the example 2, can be expressed as a fault tree over the fault trees repre-
senting the failures of the systems involved in the mitigation.

Sequence 6

Fire Failures

Detection Sprinklers Additional
means

Sucess

Emergency
Response

Figure 3: The fault tree corresponding to the sequence 6 of event tree 2 where the leafs in the form of a triangle are
transfert gates to to fault trees expressing the failures of the systems/missions in question

2.2 �ery complexity

Query complexity measures the e�ciency of algorithms or computational processes in terms of the number of queries
(or questions) they make to an input. It is a concept primarily used in theoretical computer science and computational
complexity theory.

One can de�ne it as the minimum number of queries made by an algorithm to the input in order to solve a speci�c
computational task. It quanti�es how much information about the input must be acquired in order to reach a desired
output.

Query complexity focuses on understanding how many times an algorithm needs to access or interact with the input
data in order to make a decision or compute a result. It is an essential concept in the analysis of algorithms, as it



helps assess the e�ciency of algorithms in scenarios where minimizing the number of queries is crucial, such as in
database searching, decision-making, or problem-solving processes.

Many quantum algorithms such as Shor, Grover and HHL, are phrased in terms of query algorithms.

2.3 �antum walks

Quantum walks are quantum mechanical analogs of classical random walks. With random walks, the path of the
walk is described by stochastic transitions, while in quantum walks these transitions happen in superposition; that
is, many positions of the “walker” exist in a probability amplitude. They are fundamental to quantum algorithms,
quantum computing, and quantum information processing [7, 12, 5, 6, 31].

Quantum walks can be classi�ed into two main types: Continuous-time quantum walks (CTQW) [26] which are
characterized by a continuous evolution of the system and Discrete-time quantum walks (DTQW) [3] that can be
separated in a repeated application of two operations called “coin” (acting on the state) and “shift” (acting on the
position of the walker) reminding of gate operations in quantum information processing. The behaviour of the
quantum walks may then be in�uenced by a proper choice of the coin and shift operation.

In the following example [66], we can see the evolution of a random walk. In the graph of �gure 4, �ip a coin in each
step, and move to the left if heads, or to the right if tails. Repeat several times to �nd the probability of being in each
position in the �nal step. The probability of �nding the end of each sequence varies. We are not sure that we have
found all the paths.

If we consider the corresponding quantum walk, we can see that it can propagate much faster than its classical
counterpart (see �gure 5, the transitions with the same color apply in a superposition).

Figure 4: Random walk

Figure 5: Quantum walk
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3. Risk Analysis Computational problems

Computational complexity is one of the major issues regarding probabilistic safety assessment. It is the case for both
the conventional static approaches (dealing only with the events logic without any consideration of time neither any
dynamic aspects) and dynamic approaches (considering the physical phenomena, the order of the events and their
timing).

The computational complexity of PSA models has not only an impact on the running times we can have using clas-
sical tools and a wide range of algorithms (MOCUS [41] based or exact approaches such as BDD [52], [40] or ZBDD
based approaches [44]), but also on the accuracy of certain computations. In order to prevent optimism and accel-
erate computations many conservative approximations, sometimes very conservative, are made with unnecessary
overestimation of the risk metrics.

Indeed, these algorithms were conceived and implemented in a way to avoid the complexity via a compromise
between the running time and their precision.

It is possible to summarize the current computational challenges of PRA with six central problems [57]:

• SAT: given a boolean formula f(x) over a set of variables, �nd the valuation(s) that make(s) f(x) = TRUE ;

• Reliability: assuming that the previous formula possesses a related probability structure, �nd the probability
of f , that is, the sum of probabilities of variable valuations such that f(x) = TRUE ;

• Reachability Given a �nite state automaton1 M , assess if there is a reachable failed state i.e. identify the
sequences of transitions leading to a failed state;

• FSA-Reliability: Assuming to have a �nite state automaton M with a related probability structure, �nd the
probability to reach a failed state in time t;

• PA-Reachability: Given a process algebra model, identify the transition sequences leading to a failed state
i.e. �nd the reachable failure states;

• PA-Reliability: Assuming to have a process algebra model M with a related probability structure, �nd the
probability to reach a failed state;

It can be observed that the three problems in which the reliability is not involved can be reduced with various degrees
to an initial decision problem (is there a satisfactory variable valuation that ful�ll a certain demand?) and a following
counting problem (how many satisfactory variable valuations exist?). These two problems are proved to be extremely
hard to solve using classical algorithms, as demonstrated by the complexity of each of them: SAT is NP-complete
[16], Reachability is PSPACE-complete [51] and the ones involving process algebra are both undecidable [29].

In this document, our focus is on two main reliability problems ; �nding cutsets or prime impliquant for a boolean
formulae and �nding sequences leading from some safe state to a failure state in a Markov graph representing the
state space evolution of a system. The �rst problem can also be seen as a connectivity problem withing an st-network
as seen in the case of PSA in [32] or more generally in [43].

1Stochastic automata, also sometimes called probabilistic automata, are a type of automaton that incorporates randomness into its behavior.
Recall that automata are abstract models of computation that consist of states, transitions between states, and inputs or outputs. They have
in common that they deterministically transition between states based on some rules. Therefore, stochastic automata are automata where the
transitions between states are not guaranteed, but instead happen with a certain probability. These automata can be used to model dynamic
phenomena and are central for the space state method.
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4. Approximation approaches in the classical case

Two main categories of algorithms are used in the classical case: Mocus based algorithms and BDD algorithms. In
the second category, the representation of fault trees as BDD is somehow quite exact in the sense that the BDD can
represent all the cutsets.

In the �rst category of algorithms which are mainly used to assess big fault trees (that may represent the failures in
complex systems like airplants and nuclear power plants1, . . . ), many approximations are used in di�erent phases of
the algorithm:

• While exploring the search space looking for cutsets, some regions are not explored (the correspondig cutsets
probabilities are below some threshold).

• While computing non-coherent fault trees (result of the sequence construction by applying negative gates
representing success paths), di�erent artifacts (such as delete term) may be used2.

• The top event probability is computed from the MCSs using the rare-event approximation and even with other
techniques such as Zero suppressed Binary Decision Diagram (ZBDD) [44] or Minimum Cut-Sets BDD (CBDD)
[10], there is relatively a small part of the cutsets that is considered for the computation.

4.1 MOCUS derived algorithms

These algorithms are mainly based on MOCUS algorithm [41], but with some variants and heuristics to overcome
the MOCUS with extension to negative gates and a better optimisation of the algorithm for big instances. MOCUS
is based on a top-down approach starting from the top event of a fault tree, using some cutting strategies to remove
non-minimal custsets and those whose probability is below some threshold. The intuition of the algorithm is to start
constructing the cutsets list in a matrix where the rows and columns start from the top event and are expanded
horizontally when meeting an AND gate and vertically when meeting OR gates3.

For instance, consider the following example:

A

B

E1
D

E2 E3

C

E2 E4

A = B AND C
B = E1 OR D
C = E2 OR E4
D = E2 AND E3

Step1.

INITIALISATION

A

Step2.

A = B AND C

B C

Step3.

B = E1 OR D

E1 C
D C

Step4.

C = E2 OR E4

E1 E2
D E2
E1 E4
D E4

Step5.

D = E2 AND E3

E1 E2
E2 E2 E3
E1 E4
E2 E4 E3

The cutsets can then be derived from the resulting list
1Actually sometimes depending on the detail level of the model and its size, the BDD (ZBDD) approach is used even for Nuclear Power Plants,

however the calculation time may be very important.
2Indeed, one want to avoid applying negation over success paths, which is equivalent to applying the negation going through some high level

gates to the leaves, this is computationally demanding. The application of the delete term is a also an approximation.
3Recall that, there a main assumption regarding to the basic events that are considered in the PSA they are all considered as independent.

Therefore, we won’t consider any dependency between these events even if in some contexts there may be explicit dependecies that may be
considered as such (for instance ccf! (ccf!)) or implicit dependencies (for instance when dealing with some external hazards which is not the
scope of this document).
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E1,E2
E2,E3
E1,E4

E2,E4,E3 is droped for non minimality.

In this category of algorithms, there are many strategies for solving the MFTs and all these algorithms use approx-
imations in di�erent steps of the algorithms. This include the processing of the search tree for cutset identi�cation
(many subtrees are prunned due to the thresholds), the quanti�cation of the top event probability (for instance us-
ing approximation of the Sylvestre-Poincarré development), and the treatment of nont-coherent fault trees resulting
from the transformation of the event trees into the MFT.

4.2 BDD algorithms

The use of BDD can be found in di�erent steps; in generating cutsets or in summing prime impliquant probabilities.
In the �rst, the whole MFT is solved using a construction of the corresponding BDD and this does not require
approximations to generate the set of prime impliquants. The only approximation in such algorithms is when one
needs to compute the sum of the probabilities of the prime impliquants which is common to the other approaches.
However, the use of BDDs may be found during the quantitative processing of the probabilities of the set of prime
impliquants. Many algorithms use BDDs to store the relevant set of prime impliquant (a quite small set of the top
of the list) and thus generate a more acurate top probability of the global list avoiding the poor aproximations in
the presence of non rare events [10], [45], [68] (which typically occurs when dealing with some external or internal
hazards).

4.3 Parallelization e�orts

In [62], a parallel algorithm was introduced to leverage the computational power of General-Purpose Graphics Pro-
cessing Units (GPGPU), enabling the handling and solving of complex fault trees more e�ciently and accurately.
In this work, a novel gate expansion method was introduced, converting complex gates into simpler ones that are
easier to compute in parallel. Moreover, the probabilities of failure are represented in log scale to accommodate very
small numbers, enhancing computational accuracy and e�ciency.

Splitting models is a practice to reduce the computational complexity, by reducing the scope of the studied conse-
quence analysis cases to some but not all event trees, and take advantage of parallel processes to accelerate analysis.
This is done using a naive heuristic that mainly consists in splitting the network corresponding to the MFT into
di�erent connex components. In [35], the experience showed that such naive procedure may be relevant for some
models without many bridged event trees. However, in some more complex models (typically level-2 models4) this
strategy may not be peformant.

4While level 1 models are about assessing the core damage frequency, level 2 models are dedicated to analyse the containment response to the
accident and assesses the likelihood and magnitude of potential radioactive releases to the environment. The initiators of level 2 models are
consequences of level-1 event trees and therefore may be more complex and may incorporate many bridged event trees.
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5. Approximations within quantum computing algorithms

There are many challenges associated with solving problems using quantum computers. On one side, building and
operating quantum computers with signi�cant capabilities regarding their performance, reliability and e�ciency1

is still a hard task. On the other side, solving “exactly” hard problems in this Noisy Intermediate Scale Quantum
(NISQ) era is still limited to very small instances. Approximations may be used in both directions to enhance these
two problems. Indeed, for the �rst aspect, approximations are used to model and correct gate errors, ensuring
that the overall quantum computation remains accurate, and in noise models to represent the realistic behavior
of quantum devices. Moreover, in the process of quantum circuit synthesis, approximations may be used to map
high-level quantum gates to a limited set of native gates available on a quantum processor. This involves �nding
an approximation that preserves the essential characteristics of the desired gate while using the available hardware
e�ciently.

For the second aspect, other types of approximations are related to the problems being solved and there are many
ways to reduce these problems to other more tractable variants using approximations (in the classical or mathemati-
cal sense) to solve or approach the desired solutions. For instance, in variational quantum algorithms [28] [1] [2], like
the Variational Quantum Eigensolver (VQE) [55], parameterized quantum circuits are used to approximate solutions
to speci�c problems. The variational nature allows the algorithm to iteratively adjust parameters to improve the
approximation until a satisfactory solution is found.

In this work, we aim to give an overview of approximation-like algorithms to solve QPSA. We are focusing on the
following types of approximations:

• Approximating the space solution by a more reduced space where all the relevant solutions may live.

• Approximating the quantitative metrics such as the probability or the frequency of some event or outcome
(get P such that P − Ptop ≤ ε for some ε su�ciently small).

• Approximating the quantum algorithms using, for instance, circuit synthesis, interpolation or parallelization
of quantum algorithms. Recall that in many hybrid quantum classical algorithms, these techniques are used to
limit the use of the quantum routines to small instances and composing the solutions using classical artifacts
or in the case of distributed quantum computing make links between qubits of di�erent nodes using di�erent
techniques (see section 5.3).

Di�erent algorithms to deal with QPSA were identi�ed in the deliverables D6.8 [34] and D6.18 [33] of the NEASQC
project. In this section, we give an overview of approximation algorithms that may be used or adapted to solve
QPSA.

5.1 Approximations in circuit synthesis and cu�ing strategies

In the case of QPSA, one can take advantage of all the generic approaches that are followed to reduce the CNOT
count or cutting strategies to reduce the circuit noise and errors [13], [54], [14].

Approaches of cutting circuits into small ones can have two main advantages:

1. Making possible the implementation of large circuits and hence allowing scaling.

2. Small circuits are more robust to noise e�ects, which, in the case of “good approximations”, can help solve
instances that connot be solved classically.

A quantum circuit can be represented as a unitary matrix. The objective of the synthesis techniques is to reduce the
noise or errors generated in state-preparation, measurement and qubit state decoherence. The main idea is to break
the unitary representing the circuit into a succession of simpler unitaries which are close “approximations”. The
main issue of this approach is th composition of a global solution from partial ones and we will see this is a generic
pattern for many research directions in this matter.

1Many metrics were developped to assess these capabilities (Qubit Fidelity or Coherence Time ([50]), Gate Error Rate ([9]), Entanglement Fidelity
([37]), Quantum Volume ([17]), Logical Qubit Error Rate ([9]), Gate Set Uniformity [61], Qubit Connectivity [65], Calibration Time [64]).

© NEASQC Consortium Partners. All rights reserved. Page 15 of 27



5.2 Interpolation and parallelization

One of the well known procedures to deal with quantum algorithms in small-scale quantum devices is to use hybrid
approaches. In [49], two approaches were proposed to break down a quantum algorithm into many small fragments
with two heuristics; the �rst is called parallelization and consists in identifying independent smaller instances of a
problem that can be solved in parallel. The other is called interpolation and consists in a decomposition of the whole
matrix of a given circuit to smaller unitaries that can be run on sub-registers to approximate the original circuit.

Consider a quantum algorithm that can solve some variant of QPSA and assume we have a QPSA problem (it could
be a static or a dynamic one). If we consier the algorithm such that there exists a unitary U such that given a register
|x〉 it is transformed in f(|x〉) = U |x〉.

The interpolation would be to break down the unitary U in such a way to apply many unitaries Ui to sub-registers
(see �gure 6). These unitaries should be the same unless the circuit depends on the form of the instance. This
interpolation could be done in an exact manner, but could also be approximated in a way to meet the requirements
of the probabilistic approximation criteria (see section 1).
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(b) In the case of the interpolation, we have a breakdown of the
register to independant registers on which are applied small

unitaries and we get fragments of the solutions that have to be
assembled classically into a global solution.

Figure 6: Breaking a quantum circuit using interpolation approach [49]

In the case of QPSA, for example for the static part, there are many instances that can be good candidates for
this approach. Recall that a preliminary step of solving fault trees is to compress modules and then work with
these modules as elementary events before generating what we call modularized cutsets (or modularized prime
impliquants). Moreover, depending on the nature of the fault trees, in the case of independence of di�erent parts of
the MFT (which in reliability studies is not that frequent though), one can split it into small parts that have to be
solved using this interpolation.

In another case (cf. �gure 7a), we can use modules2 that can be compressed into elementary events and then solve
the modules in addition to the compact fault tree. The resulting modularized cutsets are then assembled to get the
demodularized cutsets

The second approach introduced in [49], is the parallelization. In this case, one needs to split the instance into
small instances that can be solved independently. Therefore, the register is divided in many small registers that are
submitted as inputs of di�erent circuits that perform the solving of the small instances.

In [35], a spliting strategy was developed to breakdown MFTs using the model cartograhy3 (see Figure 8). These fault
trees can be solved in parallel and their corresponding cutsets can be added together (sometimes with minimalization
see �gure 10).

2A module refers to a distinct, self-contained component or subset within the fault tree that represents a speci�c subsystem or part of a system
being analyzed for reliability and safety. These modules are used to simplify and manage the complexity of fault trees, especially when dealing
with large and intricate systems.

3This was implemented in the Andromeda PSA tool (see. [36]).
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Figure 8: Model cartography in the form of a network , the model which includes event trees and fault trees is splitted
in a coherent manner so that each structure (event trees, or fault tree) has all its childs in the splitted subtree.

In the following example, the MFT could be splitted into three subtrees corresponding to the gates B, C and D, after
modularizing the gates D1 and D4 which turn to be equal.
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D

D4
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D5

D2 E1

Subtree 1 Subtree 3Subtree 2

Figure 9: The original MFT is splitted into 3 sub trees that may be computed in parallel, their cutsets are then summed
up

In [49], Murça et al. applied the interpolation approach to the problem of general NAND trees (to which our problem
could be quickly reduced ) and showed that it was better than the parallelization approach using a query model.
They used a hybrid approach with an algorithm based on Quantum Singular Value Transformation (QSVT) while
in [4] a search algorithm (without any consideration of depth limitation) in top of a quantum walk, which is a clear
improvement of the previous approaches for this problem (cf.[26], [38], [11], etc.)
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Figure 10: Breaking a quantum circuit using parallelization approach [49]

5.3 Distributed quantum computing

Beyond these hybrid quantum/classical approaches for handling small instances, distributed quantum computing
(see [53, 23, 27, 19]) with promising early implementations [18]), represents another promising avenue for QPSA
research.

In [69] and [56], distributed versions of Grover’s algorithm are proposed. In [69], Zhou et al. consider a distributed
Long algorithm [48], which is an improved version of Grover’s algorithm [30] that �nds the marked/target element
with a probability of 100%. They divide the search problem into dn/2e parts that have to be run in a distributive
manner with an iteresting depth reduction which do not increase when n do (8(n mod 2) + 9).

In [56] a distributed algorithm was proposed to solve Boolean CNF formulae. The algorithm uses a quantum counting
algorithm on distributed machines to �nd the number of solutions to subfunctions fi of the Boolean intial formula
f . These subfunctions are used to reduce the search space of the Boolean function and are de�ned as follows:

For any i ∈ [0, 2n−1], yi ∈ {0, 1}k is identi�ed with the binary representation of i, and then de�ne Boolean function
fi : {0, 1}n → {0, 1} as follows: For any x ∈ {0, 1}n−k , fi(x) = f(xyi).

From lemma 1 of [56], if we consider f : {0, 1}n → {0, 1}, then given n > k ≥ 1, for any integer i ∈ [0, 2k−1], denote
ai = |{x ∈ {0, 1}n−k : fi(x) = 1}| and ta = d2π

√
a+11e. Then a quantum counting algorithm can output an integer

number a′i such that ai ∈ {a′i − ta, a′i − ta + 1, . . . , a′i + ta} with d
√

2n−ke queries to fi, and the success probability
is at least 8

π2 . In particular, if a i = 0 then a′i = 0 is determined with certainty, and if a i = 2n−k then a′i = 2n−k is
determined with certainty.

Once a fi is not constant to zero, one can use Grover’s algorithm to search a solution x ∈ {0, 1}n−k such that
fi(xyi) = 1.

The philosphy of this algorithm looks similar to the approach in [22], where Dunjko et al. presented a hybrid
algorithm which can su�ciently reduce the problem in question and make it possible to solve 3-Boolean Sati�ability
Problem (SAT) instances of size n � M on a quantum computer with M qubits.

The idea is to consider a quantum computer with M = cn qubits where c ∈ (0, 1) is an arbitrary constant. The
algorithm solves the 3-SAT problem with n variables in a time of the order of O∗(2(γ0−f(c)+ε)n) where f(c) > 0 is a
constant and ε can be arbitrarily small. The proposed algorithm is based on the divide & conquer concept, but it is
rather a divide & quantum. Indeed, it consists of considering a covering of an instance x ∈ {0, 1}n with balls4 Br (x)

4For metric spaces, a ball is a region bounded by a hypersphere or a sphere representing the neigborhood of the center within some radius
according to the corresponding metric. In this context, the hamming distance is considered as a metric.



centered on x (i.e. the set of binary strings ywith a Hamming distance5 less than r). This algorithm reduces r at each
step, as soon as r is small enough we can then use a quantum algorithm to solve the formula in the corresponding
r-balls.

5.4 Grover and approximate counting

In the D6.8 deliverable [33], we showed that one can use a Grover and Counting algorithm to solve the PSA-problem.
Indeed, given a number M of solutions (cutsets) one can easily apply grover algorithm to �nd all the cutsets with a
quadratic speedup.

If we consider approximate counting instead of counting, we can approximate M to within a factor of 1 + ε, mini-
mizing the number of queries.

Approximate counting aims to estimate the count M = #{x : f(x) = 1} of a given function f : [N ] → {0, 1}
to within a factor of 1 + ε, minimizing the number of queries. The quantum approach allows to estimate M with
O(min(

√
N/ε,

√
N/M/ε)) queries, improving e�ciency over classical methods.

5.5 Via vertex Separators

One of the main approaches we studied in this project is about solving the fault tree analysis problem using a
reduction to st-connectivity [67]. In the MOCUS-like algorithms that use approximations [41], [59], [58], some
approximation steps correspond to neglecting trees or modules with neglected probabilities. This corresponds to
ignoring some vertex separators with very low probabilities in the corresponding st-graph or at least neglecting
elementary cutsets that may be generated starting from the st-graph cutsets. Recall that when dealing with st-
graphs, in our approach we do compress many failure modes in the same node and thus the graph cutsets are cutsets
with aggregated failures. For instance, if the nodes A,B and C have respectively the failure modes (ai)i,(bj )j and (ck )k ,
then the cutset A.B.C is a compression of the combination of the (ai.bj .ck )i,j ,k . Therefore, the approximations that are
mainly made correspond to the deletion of the (ai.bj .ck ) whith very low probabilities (lower than some threshold).
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a b e T

(a) case 1 with a first cut

s

c d

g f

a b e T

(b) case 2 with a neglected cut for instance due the fact that its
probability is too low regarding some threshold or relatively to the

other cuts

Figure 11: Cuts in an st-graph

Even if some approximations can be applied to reduce the complexity of the algorithms in the case of an st-graph,
this is mainly done prior to submitting the instance to the quantum algorithm. Indeed, the classical compression of
the graph is performed to reduce its size and in our case without loss of generality.

5.6 Cooperative approach

The cooperative approach, introduced by Cheng and Tao in [15] for solving 3-SAT problems, combines the evolu-
tionary algorithm framework with a Grover search algorithm.

The idea is to use combined registers of quantum and classical variables to limit the action of the quantum search
algorithm to few quantum variables by the use of what Cheng and Tao call auxiliaries. Auxiliaries are dedicated

5The Hamming distance (named after Richard Hamming) between two strings or vectors of equal length is the number of positions at which the
corresponding symbols are di�erent. It is one of several string metrics for measuring the edit distance between two sequences. For instance,
the Hamming distance between 1011101 and 1001001 is 2, and 3 between 2173896 and 2233796 (cf. Wikipedia).



to classically prepare candidate assignments to search a solution of the complete formula using a Grover search
algorithm.

The process of selection of candidate assignments is done within a framework with di�erent strategies Genetic
Huill-Climbing Algorithms for Satis�ability (GenSAT) and a modi�ed version of GenSAT algorithm (GSAT), while
the selection process of the variables to be considered quantumly is driven by the appearance number of the variables
in the formula. Indeed, it is demonstrated in [15] that selecting the variables that have smaller appearance as qubit-
variables has higher success probability on �nding a solution than selecting the variables with larger appearance.
Figure 12 shows the general circuit of the algorithm.

Figure 12: Quantum circuit with combined quantum and classical bits. The classical bits are picked at random
following one of the gensat strategies and the quantum bit selection driven by the appearance number.

In this work, di�erent strategies were followed to prepare the auxiliaries. The experimentation showed that the
cooperative quantum search algorithm with GENSAT has the best performance in terms of query complexity. More-
over, the optimal con�guration (the best number of quantum bits regarding the number of classical variables) for
the algorithm is suggested by mathematical analysis.

To consider approximation in this approach would be to involve �ltering solutions of cutsets with probabilities below
the threshold in the phase of guessing candidates. Indeed, when generating the auxiliaries, one can consider �ltering
low frequency cutsets (see �gure 13). This can also be completed with a classical post treatment, once all the cusets
are identi�ed.

1 0 0 1 0 1 ....... 0 1 x x x ....x

Generating
auxiliaries

with filtering
according

to the threshold

0 1 1 1 1 0 ....... 1 1 x x x ....x

Individual candidate after selection and filtering out

n-k Classical bits
Random Assignement

k-qubits
Quantum bits

Figure 13: When generating auxiliaries, the filtering process is used to avoid generating cutsets with low
frequency/probability (Adapted from [15]).



5.7 State space method and quantum walks

In the literature, di�erent approaches to risk assessment are considered as dynamic6 ([47], [20], [21],[63], [39]).
When dealing with dynamic models, the physical behavior of a complex system and its components is taken into
account, in particular how their reliability would evolve due to degradation of a component performance, changes
in its operation modes, accidents and other phenomena that would increase the probability of a certain component
to fail at, or after, a given time.

In these approaches, the system has di�erent possible state configurations, expressed in terms of combinations of
failed/operating states of each single component of the system, and the transition probabilities to move from a state
to another. This method is called State Space Model which produces huge models event for medium size real life
systems.

In [33], a quantum algorithm was presented to deal with the problem of �nding the sequences that lead a certain
undesired event. In particular, in the hybrid version (cf. [33] section 6.2.7), an approximation was used to �nd
sequences with a probability below a given threshold. Since the hybridation of the algorithm is based on a recursive
search, the removal of the partial sequences with lower probabilities/frequencies has a great impact on prunning
parts of the search space. These approximations are quite similar to what is used in the classical case. However, we
still take advantage of �nding the subsequences using the quantum walk.

6These approaches may have di�erent de�nitions of what they consider as a dynamic framework. Some of the aspects they may have in common
are consideration of events order (to better consider passive redundancy and standby systems) and the possibility to consider recoveries and
time.
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6. Conclusion

In the light of classical approximation algorithms, this NEASQC deliverable was intended to give an overview of
the approximation algorithms that can be applied in the quantum framework to solve large scale instances of PSA.
There are many classes of algorithms that can be used in this direction. All these algorithms can take advantage of
the hybridation and parallelisation or distributive modes.

While, in a large extent, approximation can be found in the hardware level and the area of circuit synthesis and
circuit cutting (section 5.1), there can be other ways to approximate QPSA. Indeed, one can approximate the space
of the solutions using interpolation and parallelization which are di�erent ways to split quantum circuits. This
interpolation can be tuned to match the structure of the MFTs to take advantage of the topology of the trees regarding
splitting and composition strategies.

Distributed computing (cf. section 5.3) can also be another interesting direction. In addition to the results showed
by [69] in a general case and in [56] for SAT the problem of solving fault trees may be of interest in this approach
due to the nature of shared variables by the gates of the so called MFT. Indeed, one can consider these variables as
link variables (between distributed nodes) to break the combinatorial complexity that is generated by these variables
through the trees.

Other aproaches can also be adopted to leverage approximation algorithms, for instance, cooperative quan-
tum/classical algorithm by Cheng and Tao in [15].

In the dynamic case, there is already an approximated algorithm presented in the NEASQC deliverable D.6.18 [33].
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